
PNAS  2024  Vol. 121  No. 3  e2309251121 https://doi.org/10.1073/pnas.2309251121   1 of 8

Direct measurement of dynamic attractant gradients reveals 
breakdown of the Patlak–Keller–Segel chemotaxis model
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Chemotactic bacteria not only navigate chemical gradients, but also shape their envi-
ronments by consuming and secreting attractants. Investigating how these processes 
influence the dynamics of bacterial populations has been challenging because of a lack 
of experimental methods for measuring spatial profiles of chemoattractants in real time. 
Here, we use a fluorescent sensor for aspartate to directly measure bacterially generated 
chemoattractant gradients during collective migration. Our measurements show that 
the standard Patlak–Keller–Segel model for collective chemotactic bacterial migration 
breaks down at high cell densities. To address this, we propose modifications to the 
model that consider the impact of cell density on bacterial chemotaxis and attractant 
consumption. With these changes, the model explains our experimental data across all 
cell densities, offering insight into chemotactic dynamics. Our findings highlight the 
significance of considering cell density effects on bacterial behavior, and the potential 
for fluorescent metabolite sensors to shed light on the complex emergent dynamics of 
bacterial communities.

fluorescent sensor | collective behavior | bacterial chemotaxis | Patlak–Keller–Segel model |  
self- generated gradient

Motile bacteria, such as Escherichia coli, navigate complex and changing chemical signals 
(1) by performing a biased random walk (2): Rotating its flagella counterclockwise propels 
the bacterium forward, until one or more motors reverse rotation direction, causing the 
cell to tumble and quickly reorient. By modulating their tumbling rate based on perceived 
changes in chemical concentration along their swimming trajectory (3, 4), E. coli cells 
can climb gradients of attractants and descend gradients of repellents. This process, called 
chemotaxis, plays a critical role in bacterial pathogenesis (5), among numerous other 
phenomena.

Bacteria also actively modify their chemical environment and respond to these 
self- generated perturbations. For example, by consuming attractants and responding to 
the resulting gradients, populations of E. coli cells can migrate collectively (6–23). This 
process generates cell density waves such as traveling bands and rings that can migrate 
over large distances. In eukaryotes, such signaling molecule- induced collective cell migra
tion events underlie cancer dynamics (24), immune system function (25), and develop
ment (26, 27), among others.

The Patlak–Keller–Segel (PKS) model (28, 29), and its extension to include growth 
and replication (12, 15, 18, 19, 30–33), is a standard mathematical framework for mod
eling chemotaxis, in particular collective migration, that has been widely used by research
ers to investigate the interplay between bacterial collective behavior and chemical signaling 
(17, 18, 31–38). This standard chemotaxis model has proven to be a powerful tool for 
predicting emergent features observed in experiments, such as self- aggregation (9, 21), 
pattern formation (39), and collective transport (10, 21). However, the PKS model has 
never been directly verified, and more broadly our understanding of the intertwined 
dynamics of bacteria and their chemical environments is limited, due to the lack of tech
niques for measuring chemical concentration in real time.

Here, we present a method to directly measure aspartate (Asp) concentration with high 
spatial and temporal resolution, in situ, using a protein fluorescent- based sensor (40–42). 
With this sensor, we measure dynamic gradients generated by bacterial consumption 
during collective migration and test the validity of the standard PKS chemotaxis model. 
While the model agreed well with our data at low cell densities, it diverged at high cell 
densities. The inconsistencies between our experimental measurements and the PKS model 
can be resolved by introducing simple, biophysically motivated modifications, in which 
both attractant consumption and bacterial chemotaxis are suppressed at higher cell den
sities. We expect that fluorescent protein- based sensors like the one used here will be 
valuable tools for accessing the spatiotemporal dynamics of chemical profiles in a variety 
of cellular systems.
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Results

Fluorescent Sensor Reveals Spatiotemporal Dynamics of 
Bacteria- Generated Gradients during Chemotaxis. To visualize 
self- generated gradients during collective bacterial migration, 
we repurposed a fluorescent sensor [jAspSnFR3 (42)] for the 
attractant Asp (Fig. 1A), which some of us originally developed 
for use in neuronal systems (40, 41). The sensor backbone is 
constructed from GltI, the periplasmic component of E. coli’s 
ABC transporter complex for import of the amino acids glutamate 
and Asp. Two point mutations in the binding domain (S27A and 
S72P) make the sensor highly specific for Asp and insensitive to 
glutamate (SI Appendix, Fig. S1). This ligand- binding domain is 
fused to circularly permuted superfolder green fluorescent protein 
(GFP) to produce the fluorescent sensor. Upon binding to Asp, the 
sensor changes conformation, increasing its fluorescence emission 
intensity. We measured the calibration curve between fluorescence 
intensity and Asp concentration in microfluidic channels by mixing 
1 μM of purified jAspSnFR3 protein with varying concentrations 
of Asp (Methods). These data fit an equilibrium binding model 
with a binding affinity of Kd = 20 ± 1 μM (Fig. 1B).

Using the same microfluidic device and media as in the sensor 
calibration experiments, we generated collectively migrating waves 
of red fluorescent protein (RFP)- labeled E. coli (Methods). Using 
1 μM of sensor and 100 μM Asp ensured that the concentration 
of Asp in the wave was well within the range of sensitivity of the 

sensor and limited any potential effects of the sensor sequestering 
Asp from the bacteria. With this experimental setup, we used 
time- lapse imaging to simultaneously measure the spatial density 
of bacteria and the dynamic profile of Asp (Fig. 1C and Methods). 
From the typical wave speeds, gradient length scales, and image 
exposure times, we expect minimal blurring or other imaging 
artifacts (Methods). By separately measuring RFP fluorescence 
intensity for several known densities of bacteria, we interpolated 
the absolute density of bacteria in the traveling waves, in units of 
optical density (OD) at 600 nm. Thus, we directly measured both 
the concentrations of bacteria and attractant with high spatial 
resolution and in real time.

The Standard Model for Collective Chemotactic Migration 
Describes the Bacterial Wave at Low Cell Density but Breaks 
Down at High Cell Density. Numerous theoretical and experimental 
studies have used variations of the classic PKS model to describe 
collective chemotactic migration (28, 29). This model consists of 
two coupled partial differential equations (PDEs) that describe 
the dynamics of Asp concentration A

(

�⃗x , t
)

 and bacterial density 
B
(

�⃗x , t
)

 . The Asp dynamics include diffusion and consumption 
by the bacteria:
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Fig. 1. Fluorescent sensor reveals spatiotemporal dynamics of bacterially generated gradients during collective migration. (A) Bacteria (E. coli, red) respond to 
environmental chemical stimuli (attractant Asp, green) that they themselves influence by consumption, enabling them to migrate collectively. (B) We repurposed 
a fluorescent sensor that changes conformation and increases fluorescence intensity after binding to Asp. The plot shows the calibration curve from Asp 
concentration to sensor emission intensity. Data points are averages over an entire sweep of images along the microfluidic device. The same device was used 
for all Asp concentrations. Error bars are the SD of pixel intensity over the entire sweep of images. Uncertainty of K

d
 is the 95% CI of the fit. Shading is 95% CI of 

the binding model’s predictions. (C) Time- lapse imaging of E. coli cells expressing the fluorescent protein mCherry2 (red) and the sensor (green) during collective 
migration in a microfluidic device (Inset). (Scale bar, 1 mm.) Inset: The microfluidic device consists of a long linear channel of length 20 mm, width 1.2 mm, and 
depth 100 µm, with two holes punched at the ends for filling in liquid medium (small hole) and inoculating bacteria (big hole).D
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where DA = 800 μM2∕ s   is the diffusion coefficient of Asp in 
water (17, 18, 43–45), �   is the maximum consumption rate, and 
Ah   is the Asp concentration at which bacteria consume Asp at 
half- maximal rate (17, 18, 46). The bacterial dynamics include 
cell diffusion, chemotaxis, and growth:

 [2]

Here, Φ[A] = ln

(

1+A∕Ki
1+A∕Ka

)

 is the cells’ perceived signal, where 
Ki ∼ 1 μM (47–49) and Ka ≫ A are the receptor- ligand dissoci
ation constants when receptors are in the inactive and active states, 
respectively (50). DB and � are the diffusion and chemotaxis coef
ficients of the bacteria, and � is the growth rate, which we meas
ured to be � = 0.38 ± 0.02∕h under our experimental conditions 
(Methods). Eqs. 1 and 2 are supplied with a complicated initial 
condition near x = 0 , the inoculation site, and boundary condi
tions at x →∞ : A(x)→ A∞ , B(x)→ 0 as x →∞ and ∇A(x) = 0 , 
∇B(x) = 0 as x →∞ , where A∞ is the initial concentration of 
attractant in the channel.

With the ability to directly measure both bacterial density and 
in situ Asp concentration, we could assess the PKS model of col
lective bacterial migration. During collective migration along the 
linear channel in our device, the profiles of both the bacterial 
density B and Asp concentration A reached a quasi- steady state. 
That is, the profiles essentially stopped changing in the frame of 
reference moving with the bacterial wave, defined by z = x − ct , 
where c is the speed of the traveling wave, and z = 0 is defined as 
the peak of bacterial density. Converting Eqs. 1 and 2 to the 
co- moving frame and rearranging terms so that all unknown 
parameters are on the right- hand side (RHS), we arrive at:

 [3] 

 [4]

In the moving reference frame, the boundary conditions 
become A(z)→ A∞   , B(z)→ 0   as z →∞   and �zA(z) = 0   , 
�zB(z) = 0   as z →∞   . The consumption parameters �   and Ah   , 
although measured before under other conditions (17, 18), can 
vary with bacterial strain, growth media, temperature, experimen
tal media, etc., as can � and DB . Therefore, to test the ability of 
this model to quantitatively capture our data, we fit these unknown 
model parameters by computing the left- hand side (LHS) of 
Eqs. 3 and 4 from the data and then minimizing the sum of 
squared deviations with the RHS (Methods).

These PDEs fit the data well for low cell density bacterial waves 
(peak cell density OD = 0.6   ) with � = 0.51 ± 0.05 μM∕OD∕ s,  
Ah = 7.6 ± 3.7 μM   , and DB = 400 ± 100 μM2∕ s, � = 3,   300 ± 
230 μM2/s(Fig. 2 A–C). The fit values are in reasonable ranges, com
pared to the literature (17, 18, 51–53). However, the model predic
tions with the same parameters values clearly deviated from the data 
in high cell density waves (peak cell density OD = 4.6 ) (Fig. 2 D–F). 
For model predictions on intermediate- density waves, see 
SI Appendix, Fig. S2. Quality of the fit was assessed using the mean 
squared error (MSE) between the left and RHSs of each equation 
(see SI Appendix for details); values closer to 0 indicate better fits. 
We arrive at the same conclusion if we fit the high cell density data 
first and then predict the low cell density data (SI Appendix). Our 
findings reveal that the standard model for chemotaxis fails to accu
rately describe the behavior of high- density bacterial populations.

Attractant Dynamics Are Consistent with Cell Density- 
Dependent Consumption Rate. At high cell densities, the model 
fails to describe both Asp and bacterial dynamics. The predictions 

of Asp dynamics break down because they overestimate the rate 
at which bacteria consume the attractant near z = 0 , where 
cell density is highest (Fig.  2E). This disagreement gets worse 
as bacterial density increases (SI  Appendix, Fig.  S2 H and K). 
Therefore, we propose the following phenomenological correction 
to the maximum consumption rate, in which the bacteria consume 
Asp more slowly at higher local cell density:

 [5]

Introducing this modification into Eq. 3, we find that for the param
eter values �0 = 0.53 ± 0.07 μM∕OD∕ s   , BC = 5.1 ± 1.8 OD   , and 
Ah = 3.7 ± 3.2 μM   , the RHS is in reasonable agreement with the 
LHS of Eq. 3, for the entire range of wave cell densities observed 
(Fig. 3). The fit values for �0   and Ah   are also reasonable compared to 
the literature (17, 18). Eq. 3 only depends on the bacterial dynamics 
through the measured bacterial density B(z) ; therefore, we were able 
to perform this fit independently of the parameters � and DB , which 
we consider in the following section.

One plausible mechanism for a cell density- dependent con
sumption rate of Asp is spatial variations in the concentration of 
dissolved oxygen, which is required by E. coli to consume Asp (17) 
(see also refs. 54 and 55). Oxygen is consumed by E. coli (6, 17), 
but it can be replenished by permeation through the PDMS 
( polydimethylsiloxane) chip (56). In microfluidic devices where 
the channel depth is much smaller than the width of the traveling 
wave, these two effects can balance out such that the local drop 
in oxygen concentration is directly proportional to the local cell 
density (see SI Appendix for derivation). Indeed, in a similar micro
fluidic system, oxygen levels in traveling waves of bacteria were 
shown to be lower in regions of higher cell density (17).

The Shape of the Attractant Gradient Reveals a Reduction of 
the Chemotactic Coefficient at High Cell Density. The standard 
PKS model prediction for the flux of bacteria also deviates from 
our observations in waves with high cell density. Like the Asp 
consumption dynamics, this disagreement between theory and 
experiment increases with cell density. The deviation is most 
notable behind z = 0   (Fig. 2F), i.e., the region behind the peak 
of cell density, where the bacterial flux is dominated by chemotaxis 
(29, 32). Therefore, we inspected the profile of perceived signal 
Φ[A] , whose gradient drives chemotactic waves. As the maximum 
cell density in the wave increased (Fig. 4A), the perceived signal 
Φ[A] exhibited regions with two different slopes: a steeper slope 
near the peak of cell density and a shallower slope behind it 
(Fig. 4B). These two regions were even more apparent when we 
plotted the gradient of perceived signal �zΦ[A] (Fig. 4C), which 
showed a distinct peak close to the peak of cell density that 
increased with maximum cell density.

This drastic change in the slope of the attractant gradient argu
ably provides the clearest evidence for a breakdown of the standard 
PKS model. The speed of the wave c   is set by how fast the cells 
deplete the attractant (29). Then, to travel at that speed, the local 
gradient steepness �zΦ[A]   must be related to the chemotactic 
coefficient of the traveling cells according to �zΦ[A]∼ c ∕�(z)   (29, 
32, 33). The two slopes indicated that the bacteria dynamics can
not be explained by a single value of the chemotactic coefficient. 
Simulations confirmed that two distinct slopes do not emerge in 
the PKS model, even after including our modification to the Asp 
consumption rate in Eq. 5 (Fig. 4 B and C, Insets).

Phenotypic diversity is known to cause individual cells to have 
different chemotactic coefficients (57, 58). Since the gradient is 
shallow at the front of the wave and steeper towards the back, 

�t B = ∇2
(

DB , B
)

− ∇ ⋅ (�B∇Φ[A] ) + �B.

− c�zA −DA�
2
z
A = �

A

A + Ah

B,

− c�zB − �B = �2
z

(

DBB
)

− �z
(

�B�zΦ[A]
)

.

� → �[B] =
�0

1 +
B

BC

.
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high- performing phenotypes (high- �   cells) localize to the front, 
and low- performing phenotypes localize further back, equalizing 
migration speed throughout the wave (17, 59). This arrangement 
is stable to perturbations in the region where the perceived gradi
ent monotonically increases with position z from front to back: 
When a cell moves away from its stable point in the wave, the 
steeper gradient behind that point makes the cell speed up, while 
the shallower gradient ahead makes it slow down, returning the 
cell to the stable point in both cases.

However, this arrangement cannot explain why cells are still able 
to travel together in the region of the wave where the gradient is 
decreasing toward the back, which becomes pronounced in the high 
cell density case. In this region, the cells’ chemotactic coefficients must 
increase instead of decrease toward the back, which should not be 
stable according to the logic described above. Simulations of the PKS 
model with and without phenotypic diversity confirmed that spatial 
sorting alone could not explain the emergence of a peak in the signal 
gradient at high cell density (Fig. 4 B and C, Insets). Therefore, there 
must be another, unknown mechanism that maintains the stability 
of an arrangement in which some cells with high � are located behind 
cells with low � , particularly in waves with high cell density.

Stability requires that this mechanism be a local, dynamic effect 
on top of cells’ intrinsic chemotactic coefficients, �0 . In particular, 
we propose a phenomenological model in which cells’ chemotactic 
coefficients are reduced in regions of high cell density:

 [6]

In this model, �0   can vary among cells, but it is divided by a 
cell density- dependent factor. When a cell in the high- density 
region falls behind, although the gradient gets shallower, its 
dynamic �   increases according to Eq. 6, and the net effect is to 
return the cell to the high- density region. Fitting the RHS to the 
LHS of Eq. 4 using this correction showed good agreement with 
the data for all cell densities observed (Fig. 5), with parameter 
values DB = 440 ± 90 μM2∕ s , �0 = 3, 800 ± 450 μM2∕ s , and 
Bh = 6.8 ± 2.7 OD.

We note that chemotaxis to oxygen can also affect group migra
tion of E. coli (6). However, chemotaxis to oxygen would produce 
the opposite of the observed effect: An oxygen gradient would 
point forward at the front and backward at the back, since the 
local drop in oxygen is proportional to the local cell density 
(SI Appendix). With an additional chemotactic signal like this, 
coherent migration would require that the Asp gradient be shal
lower at the front and steeper at the back, contrary to our exper
imental observations. Thus, chemotaxis to oxygen gradients 
cannot explain the shape of the measured gradient.

Reduction of the chemotactic coefficient with increasing cell 
density has been reported before in experiments measuring the 
drift velocity of individual cells in a fixed gradient of the 
non- metabolizable attractant methyl- Asp (60). In the theory 
of that paper, �[B]   has almost the same form as Eq. 6, except 
with an additional, higher- order B2 term in the denominator. 
The cell density Bh at which this effect becomes significant in 
our data is similar to the value reported there. When we fit the 
full functional form, we found that the coefficient multiplying 
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Fig. 2. The standard model for chemotaxis, the PKS model, describes the bacterial wave at low cell density but breaks down at high density. (A) The quasi- 
steady state profiles in the co- moving frame, of bacteria density (red) and attractant Asp concentration (green), during low cell density migration (OD = 0.6)   . 
(B) Fitting the Asp dynamics of the PKS model to experimental data (above).(A   and B )  are the Asp concentration and the bacteria density, respectively, c    is 
the wave speed, D

A
   is the molecular diffusion of Asp, �    is the maximum consumption rate, A

h
   is the half- max of the consumption rate, and z = x − ct    is the 

coordinate in the co- moving frame ( z = 0   is defined as the peak of bacterial density). Green: LHS of the Asp dynamics equation with A   and c = 4.4 ± 0.1 μM∕s   
measured and D

A
= 800 μM2 ∕s   (17, 18, 43–45). Throughout, uncertainty of c  is the SEM. Magenta: RHS of the Asp dynamics equation with B measured, and 

� = 0.51 ± 0.05 μM∕OD∕s and A
h
= 7.6 ± 3.7 μM fit to match the LHS. The MSE between the LHS and RHS at the best- fit parameters is shown on each panel (see 

SI Appendix for details). (C) Fitting the bacteria dynamics of the PKS model to experimental data (above). Φ
[

A

]

= ln

(

1+ A∕K
i

1+A∕K
a

)

 is the cells’ perceived signal [ K
a
≫ A and 

K
i
= 1 μM (47–49)], D

B
 is the effective bacterial diffusivity, � is the chemotactic coefficient, and � = 0.4∕h is the measured growth rate (Methods). Red: LHS of the 

bacteria dynamics equation with � , c  , and B measured. Cyan: RHS of the bacterial dynamics equation with D
B
= 400 ± 100 μM2 ∕s and � = 3, 300 ± 230 μM2 ∕s 

fit to match the LHS. (D–F) is the same as (A–C) for a high cell density wave. (E and F) magenta and cyan lines are predicted using the same parameter values for 
�  , A

h
 , D

B
 , � as in (B and C). Here, c = 7.7 ± 0.2 μM∕s . The shading represents the SD across replicates. N = 6 replicates for (A–C) and N = 4 for (D–F). Uncertainties 

for the RHS of each equation are not shown for clarity but were included in the calculation of the MSE (SI Appendix).
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the quadratic term was near zero; therefore, we did not include 
that term. Comparing agent- based simulations to experiments, 
those authors found that hydrodynamic interactions among 
cells increased their effective rotational diffusion at high cell 
densities, thus impairing their ability to bias their swimming 
direction in response to chemical signals. Here, we find that 
this cell density–dependent reduction in the chemotactic coef
ficient steepens the attractant gradient in the region where cell 
density is highest, compensating for the reduction in chemo
tactic coefficient there.

Discussion

By repurposing a fluorescent sensor for the amino acid Asp, here 
we have directly measured dynamic chemoattractant gradients 
generated by bacterial cells, with high spatial and temporal resolu
tion. Using these measurements, we tested a classic and extensively 
used model of collective chemotactic migration, the PKS model 
(28, 29), extended to include growth (12, 15, 18, 19, 30–33). We 
found that while the standard PKS model provides a satisfactory 
description of traveling waves at low cell density, it fails to explain 
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experimental observations at high cell densities. Specifically, Asp 
consumption is lower than predicted at high densities, and the 
perceived signal behind the peak of the wave exhibits two increas
ingly distinct slopes. We find that phenomenological extensions 
to the PKS model, in which Asp consumption and chemotaxis 
performance decrease with increasing cell density, explain the data 
over a wide range of cell densities. Our findings imply that the 
impacts of cell density on bacterial collective behavior are pro
found, even when the cell volume fraction is small (<1%). In even 
more crowded systems, direct cell–cell collisions are expected to 
further suppress chemotaxis performance (61). Although we “man
ually” chose functional forms for the modifications to the Asp 
consumption rate and the chemotaxis coefficient, in principle one 
could try to learn these corrections, and the entire PDEs, directly 
from data (62).

Our understanding of many cell- biological processes, such as 
wound healing (63, 64), development (65), and biofilm forma
tion (66–69), is likely limited by the difficulties of measuring the 
spatiotemporal dynamics of chemical concentrations experienced 
by and shaped by cells. Julius Adler performed the first measure
ments of cell density and attractant concentrations in traveling 
waves of bacteria (6), but they were limited to a spatial resolution 
of a centimeter and temporal resolution of an hour. Here by 
contrast, we measured the dynamics of Asp concentration with 
micron and minute resolution, with the latter limited by the time 
needed to take sweeps of images over a large field of view. 
Common approaches typically involve fixation (70, 71), which 
can provide spatial structure and snapshots, but with limited 
dynamic information—and frequent damage to the processes 
under study. Other alternatives include invasive probes (72) or 
small molecule dyes that are toxic to cells but can be encapsulated 
in lipids (73, 74). Biocompatible, protein- based fluorescent sen
sors like the one used here provide a powerful method for address
ing these difficulties.

Methods

Microfluidic Device Design and Fabrication. Microfluidic devices were 
constructed from the biocompatible and oxygen- permeable silicone polymer 
PDMS on coverslips following standard soft lithography protocols. The master 
mold for the device is a silicon wafer featuring a long linear channel of width  
1.2 mm, length 2 cm, and height 100 µm, created using ultraviolet (UV) pho-
toresist lithography with SU- 8 negative resist (SU8 3010, Microchem). The resists 
were then cured using UV light exposure through photomasks designed in CAD 
software and printed by CAD/Art Services, Inc. (Bandon, Oregon), again following 
photoresist manufacturer specifications. Subsequently, the wafer was baked, and 
the uncured photoresist was dissolved. After curing the SU- 8 coat, the features 
were baked further, and after completion, a protective coat of silane was applied 
by vapor deposition.

To cast the device, the wafer was coated with a 5- mm layer of degassed 10:1 
PDMS- to- curing agent (Sylgard 184, Dow Corning). The layer was baked over-
night at 70 °C and allowed to cool. Then, the devices were cut out, and holes of 
diameter size 2 mm and 0.25 mm were punched at the two ends of the long 
linear channel, making external connections with the channel from the outside. 
The PDMS devices were cleaned with transparent adhesive tape (Magic Tape, 
Scotch) followed by rinsing with (in order) isopropanol, methanol, and Millipore 
filtered water, air- drying between each rinse. The glass was rinsed the same way, 
with acetone, isopropanol, methanol, and Millipore- filtered water. The PDMS was 
tape- cleaned an additional time, and then the devices and 24 mm × 50 mm glass 
coverslips (#1.5) were placed in a plasma treatment oven (Harrick Plasma) under 
vacuum for 60 s. The PDMS was then laminated to the coverslip and baked on a 
hotplate at 80°C for 15 mins to establish a covalent bond. Devices were stored 
at room temperature and used within 12 h.

Protein Purification. The Asp sensor used here, jAspSnFR3 (42), is a precursor of 
iGluSnFR3 (75), with additional mutations to the binding pocket, S27A and S72P. 
Plasmids carrying the sensor were transformed into E. coli BL21(DE3) cells (lack-
ing pLysS). Protein expression was induced by growth in liquid auto- induction 
medium supplemented with 100 μg/mL ampicillin at 30 °C (76). Proteins were 
purified by immobilized Ni- NTA affinity chromatography (77) in 0.1 M sodium 
phosphate buffer containing 1 M NaCl, pH 7.4. The sensor protein was eluted 
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Fig. 5. Bacterial dynamics are consistent with a reduction of the chemotactic coefficient when cell density becomes large. Top: modified chemotactic coefficient. 
Red: rate of change of cell density (minus growth) (LHS) calculated from the data. Cyan: spatial derivative (divergence) of the flux of cell density (RHS) with 
parameters D

B
= 440 ± 90 μM2 ∕s , �

0
= 3, 800 ± 450 μM2 ∕s , B

h
= 6.8 ± 2.7 OD fit to match the LHS. The MSE between the LHS and RHS at the best- fit parameters 

is shown on each panel (see SI Appendix for details). These are shown for waves with peak bacterial cell densities of OD = 0.6 (A), 1.1 (B), 2.1 (C), and 4.6 (D). The 
parameters were fit to all data simultaneously. Uncertainties for the RHS of each equation are not shown for clarity but were included in the calculation of the 
MSE (SI Appendix).
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with a 120- mL gradient from 0 to 200 mM imidazole. Final concentrations of 
sensor were typically ~100 µM.

Strains, Growth Conditions, and Sample Preparation. The bacterial strain 
used in this study is HE205 (18), a motile variant of E. coli K- 12 strain NCM3722 
whose physiology has been well- characterized (78–84). HE205 was transformed 
with plasmid pZA31 carrying genes for the RFP mCherry2 (85) and chlorampheni-
col antibiotic resistance, both under the constitutive promoter pTet. We grew cells 
in MOPS glycerol medium, made from 100 mL/L 10× MOPS N- C- , with additional 
components added in the following order to avoid precipitation of salts: 83.7 g/L 
MOPS adjusted to pH 7.0 with KOH, 7.12 g/L tricine adjusted to pH 7.0 with 
KOH, 0.0278 g/L FeSO4 7H2O, 0.481 g/L K2SO4, 0.000555 g/L CaCl2, 1.06 g/L 
MgCl2·6H2O, 29.1 g/L NaCl, 0.230 g/L K2PO4, 20 mM NH4Cl, and 4 mL/L glycerol, 
and then sterile filtered. The medium used in the traveling wave experiments is 
the same as the growth medium but with Asp added to a final concentration of 
100 μM and jAspSnFR3 added to a final concentration 1 μM.

Cells first grew overnight, then were diluted 100× and regrown until mid- 
exponential phase OD600 = 0.25 . After that, cells were washed twice in the 
growth medium and resuspended in the experimental medium at cell densities 
(OD600) of 0.1, 0.3, 3.0, and 6.0 to generate waves of different cell densities. After 
filling the microfluidic device with 8 μL of experimental medium from the smaller 
hole, that hole was sealed with a piece of transparent adhesive tape (Magic Tape, 
Scotch) to prevent flow during the experiment caused by differences in hydrostatic 
pressure across the device. Cells were then inoculated in the larger hole, and a 
drop of mineral oil was also added to prevent evaporation.

Imaging Procedure. Migrating waves were imaged on an inverted microscope 
(Nikon Eclipse Ti- E) equipped with a custom environmental chamber (50% humid-
ity and 30 °C). A custom MATLAB script was used to control the microscope and its 
automated stage (Prior) via the MicroManager interface (86). Time- lapse images 
(fluorescence: RFP and GFP) of the bacteria and the Asp sensor were acquired using 
a Hamamatsu ORCA- Flash4.0 V2 camera (2,048 × 2,048 array of 6.5 μm × 6.5 μm  
pixels), a 10× objective (Nikon CFI Plan Fluor, N.A. 0.30, W.D. 16.0 mm), and an 
LED illuminator (Lumencor SOLA light engine, Beaverton, OR). Starting at the origin 
(closed beginning of the long linear channel) with a specified color channel, the 
motorized stage moved along the channel and paused every 1∕3 the width of one 
frame to take fluorescence images (exposure time 122 ms for both channels). All 
images in the mCherry2 (RFP) channel were taken first, followed by images in the 
jAspSnFR3 (GFP) channel. Image sweeps were taken every 5 min.

We expect that the errors in our estimates of the gradient steepness are 
small. All errors should be largest in experiments where the waves travel fastest 
and the gradients are steepest, so we focus on the high- cell density case for 
all calculations that follow. The fastest waves travel at ~8 μM∕ s . At its steep-
est point (at z ∼ 0 mm in Fig.  4B), the gradient of perceived signal Φ(z) is 
roughly linear in z : Φ(z) ∼ �

0
+ �

z
z , with �

0
∼ 4 and �

1
∼ 4 mm−1 (Fig. 4C). 

First, we estimate the effects of blurring in a single image due to finite image 
exposure times. With the exposure time of 0.2 s used here, the wave moves 
Δz ∼ 8 μM∕ s × 0.2s ∼ 0.16 μM in the time it takes to capture one image. 
In this time, the relative change in perceived signal at the steepest point is 
ΔΦ∕Φ ∼

�1

�0
Δz ∼ 1.6 × 10

−4 , or 0.016%. This small change indicates that 

there is very little blurring in any single image. Another potential source of blur-
ring is due to taking multiple images of the wave in one image sweep, which are 
then stitched them together. The time between consecutive images in a sweep is 
about 0.5 s. Furthermore, we take images with 2/3 overlap, so one field of view 

is recorded in 3 images, and therefore any given point in the wave is included 
in at most 3 images, which takes about 1.5 s. By the same analysis above, the 
wave moves about Δz ∼ 8 μM∕ s × 1.5s ∼ 12 μM during this time, and the 
maximum relative change in perceived signal is ΔΦ∕Φ ∼

�1

�0
Δz ∼ 1.2 × 10

−2 , 

or 1.2%.

Image Analysis. Raw RFP and GFP images from each sweep were first stitched 
together into “frames.” Then, each frame was normalized by the first GFP frame, 
which was taken before the cells entered the channel, to eliminate the effects of 
variations in the height of the channel on fluorescence intensity. The normalized 
frames were then rotated so that the channel was aligned with the horizontal 
axis, and pixels outside of the channel were cropped out. Finally, the fluores-
cence intensity inside the channel was averaged over the width the channel, 
i.e., the direction perpendicular to the direction of motion of the wave. Spatial 
derivatives were computed by approximating the measured profiles with smooth-
ing spline functions using the MATLAB function fit with the “smoothingspline” 
option and computing the derivative of the splines. Asp concentration profiles 
and cell density profiles were averaged over replicates with similar peak cell 
density. Models were fit to data from all cell density conditions simultaneously 
by minimizing the sum of squared deviations between the data and the model, 
using the MATLAB function lsqnonlin, specifically in the 3 mm region around 
the cell density peak. Details of the error analysis and calculation of the MSE are 
provided in SI Appendix.

Growth Rate Measurement. Cells were grown overnight in the experimental 
medium (without Asp), then diluted and grown to OD 0.25, as above [Asp has 
a small effect on the growth rate in this medium (18)]. Then, cells were inoc-
ulated in the microfluidic device, as above. The device with cells was loaded 
onto the microscope with the environmental chamber and imaged by taking 
sweeps of the RFP channel every 5 min for 6 h. Images were analyzed as above 
to extract the average RFP intensity, which was converted to OD. The growth 
rate was estimated by fitting a line to the logarithm of OD versus time during 
exponential growth.

Simulation. Simulations were performed using the same custom MATLAB code 
reported recently (33), with the Asp consumption rate modified as in Eq. 5.

Data, Materials, and Software Availability. Simulation code is available at 
https://github.com/emonetlab/ks (87). Experimental data is available at https://
doi.org/10.5061/dryad.37pvmcvqx (88). The jAspSnFR3 sensor is available on 
the public repository addgene at https://www.addgene.org/203458/ (89) or upon 
request from Jonathan Marvin.
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